
Putting American Economic Growth in Perspective

Rank Country

GDP per capita (2010 US 

dollars)

180 Democratic Republic of Congo 171

179 Liberia 239

178 Sierra Leone 311

145 Kenya 912

United States, 1710 952

144 Nicaragua 972

118 Indonesia 2,329

United States, 1840 2,336

117 Paraguay 2,337

84 Namibia 4,543

United States, 1880 4,585

83 Azerbaijan 4,807

52 St. Kitts and Nevis 10,315

United States, 1929 10,640

51 Lithuania 11,172

37 Oman 18,013

United States, 1945 18,079

36 Czech Republic 18,557

10 Austria 45,989

9 United States 46,381

8 United Arab Emirates 46,857

7 Netherlands 48,223

6 Ireland 51,356

5 Denmark 56,115

4 Switzerland 67,560

3 Qatar 68,872

2 Norway 79,085

1 Luxembourg 104,512

International Monetary Fund, World Economic Outlook Database, April 2010
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From “The Indians’ Old World” by Neil Salisbury, William and Mary Quarterly, Vol. 53, No. 3, 1996
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Anasazi (circa 1200 AD) ruins in Mesa Verde National Park
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FIGURE V. 

Chaco Canyon exchange system. Dots indicate sites of town and village outliers. 
Solid lines show roads documented by ground surveys; dashed lines are roads doc- 
umented by aerial surveys. From Ancient North America by Brian M. Fagan, copyn- 
right C) 1995 Thames and Hudson. Reprinted by permission of the publisher. 

Cahokia's abandonment reverberated among other Mississippian societies 
in the Midwest. Fortified centers on the Mississippi River from the Arkansas 
River northward and on the Ohio River appear to have been strengthened by 
influxes of people from nearby villages but then abandoned, and signs from 
burials indicate a period of chronic, deadly warfare in the Upper Midwest. 
One archaeologist refers to the middle Mississippi Valley and environs during 
the fifteenth century as "the vacant quarter." A combination of ecological 
pressures and upheavals within the alliance that linked them appears to have 
doomed Cahokia and other midwestern Mississippian centers, leading the 
inhabitants to transform themselves into the village dwellers of the surround- 
ing prairies and plains observed by French explorers three centuries later.23 

23 Dena F. Dincauze and Robert J. Hasenstab, "Explaining the Iroquois: Tribalization on a 
Prehistoric Periphery," in Comparative Studies in the Development of Complex Societies, 3 
(Southampton, Eng., i986), 5, 7-8; George R. Milner et al., "Warfare in Late Prehistoric West- 
Central Illinois," American Antiquity, 56 (I99I), 58i-603; Morse and Morse, Archaeology, chap. I2; 
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City Time Period Population

Cahokia (Mississippian) 12th century 20,000

Chaco Canyon (Anasazi) 12th century 15,000

London 1100 25,000

Paris 1150 50,000

Rome 1100 35,000

Chandler, Tertius, Four Thousand Years of Urban Growth, 1987.

Historical city populations in North America and Europe
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▶ How do we know about these economies?

▶ We certainly don’t have the equivalent of modern economic indicators

▶ Instead, we need to rely on archeological evidence

▶ What can we learn about economic activity from archeological evidence?

▶ More than you might think



The Precolonial Economy

▶ Let’s look at an example of what we’ve learned about the Anasazi with
a recent paper by Axtell et al.

▶ Axtell et al. are going to combine a bunch of cool archeological data
with economic theory to model Anasazi population growth and collapse

▶ The data come from a range of interesting techniques

▶ The theory comes from varied basic Econ 303-style constrained
optimization

▶ First, the data



Axtell et al.

Dendroclimatology
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Palynology
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From Hebda and Mathewes (1984)
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Axtell et al.

▶ Geology, archeology, palynology and dendroclimatology all give Axtell et
al. a pretty good sense of low and high frequency changes in
environmental conditions

▶ The idea is to use these data to fit a model of the Anasazi society

▶ From archeological sites, we have a sense of where and when the Anasazi
lived

▶ Axtell et al. want to model migration, farming and family formation
decisions as a function of environmental conditions

▶ Then you can estimate the model to try to match the observed spatial
and temporal distribution of the Anasazi



Axtell et al.

the rise and fall of alluvial groundwater and the deposition and
erosion of flood plain sediments. Based on statistical relation-
ships between PDSI and annual crop yields in southwestern
Colorado provided by Van West (14), these measures of envi-
ronmental variability are used to create a dynamic landscape of
annual potential maize production, in kilograms, for each hect-
are in the study area for the period A.D. 400-1400. Intensive
archaeological research provides a database on human settle-
ment in the valley (8, 15).l Finally, detailed regional ethnogra-
phies provide an empirical basis for generating plausible behav-
ioral rules for the agents (17–19).

The multiagent model is created by instantiating the land-
scape, reconstructed from paleoenvironmental variables, and

then populating it with artificial agents that represent individual
families, or households, the smallest social unit consistently
definable in the archaeological record (20, 21).m Each household
agent is initialized based on demographic characteristics and
nutritional requirements derived from ethnographic studies of
historic Pueblo groups and from other subsistence agricultur-
ists.n Each family agent is defined by certain attributes (Table 1),
including its age, size, composition, and amount of maize
storage. Similarly, each agent has specific rules of behavior
(Table 2). These rules determine how the households select their
planting and dwelling locations.

Once all agents are initialized, the model proceeds according
to internal clocks (Table 3). Essentially, all agents engage in
agricultural activity during each period (1 calendar year) and
move their plots or dwellings or both based on their success in
meeting nutritional needs. Simulated household and field loca-
tions, as well as the size of each community (the number of
households at each site), are updated annually. A map of annual
simulated field locations and household residence locations and
sizes runs simultaneously with a map of the actual archaeological
and environmental data so that the real and simulated popula-
tion dynamics and residence locations can be visually compared.
Time series plots and histograms illustrate annual simulated and
actual population numbers, aggregation of population, location
and size of residences by environmental zone, the simulated

lThe archaeological survey data were generated by the Long House Valley Project, a joint
venture of the Museum of Northern Arizona and the Laboratory of Tree-Ring Research at
the University of Arizona (8). The availability of the Long House Valley data in the
Southwestern Anthropological Research Group (16) automated database greatly facili-
tated the development of the model.

mThe model is written in JAVA and utilizes the ASCAPE framework (see the article by Inchosa
and Parker, this issue of PNAS). It is available at www.brookings.edu�dynamics�models.

nAlthough our agents’ nutritional requirements are denominated in terms of corn pro-
duction and set to reflect the average human requirements for calories (22), we do not
infer that the Anasazi met all their caloric requirements with corn. We know that they had
a diverse diet, including cultivated corn, squash, and beans, and a host of wild plants and
animals, and that an exclusive corn diet could lead to several nutritional problems. For
modeling purposes, however, we can subsume these resources and their distribution
under a simplified resource space and single proxy (corn) for the agents’ nutritional
requirements.

Fig. 1. Long House Valley, looking to the South.

Table 1. Household (agent) attributes

1. Five surface rooms or one pithouse is considered to represent a
single household.

2. Each household that is both matrilineal and matrilocal consists of 5
individuals. Only female marriage and residence location are
tracked, although males are included in maize-consumption
calculations.

3. Each household consumes 160 kg of maize per year per individual.
4. Each household can store a maximum of 2 years’ total corn

consumption (1,600 kg), i.e., if at harvest 800 kg of corn remains in
storage and additional 800 kg can be added to that from the
current crop.

5. Households use only 64% of the total potential maize yield. (The
unutilized production is attributed to fallow, loss to rodents,
insects, and mildew, and seed for the next planting.)

7276 � www.pnas.org�cgi�doi�10.1073�pnas.092080799 Axtell et al.
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amounts of maize stored and harvested, and the number of
households that fission, die out, or leave the valley.

In previous work (10) we characterized the performance of
this model with respect to a ‘‘base case’’ parameterization (Table
4). Although closely reproducing the qualitative features of the
history of demographic changes and settlement patterns in Long
House Valley, that model yielded populations that were sub-
stantially too large. All attempts to reduce the population in that
model by changing agent parameters resulted in premature
population collapse.

We modified this earlier model (10) to incorporate greater
levels of both agent and landscape heterogeneity. In the previous
model all agents had the same ages for the onset of fertility and
death. Here, each agent gets a specific value for these ages when
it is born, based on sampling from a uniform distribution. A
similar procedure was applied to the household fission rate.
These changes introduce six adjustable parameters, namely the
endpoints of these uniform distributions. For the production
landscape, we treated two parameters as variable, the average
harvest per hectare and the variance in this harvest.o

A systematic search of this eight-dimensional space of param-
eters yields values that generate model realizations having total
populations closest to the historical data, according to several
criteria. At each period of the model we compare the number of

simulated households at time t, Xt
s, to the historical record, Xt

h.
The differences between these two values are cumulated ac-
cording to an Lp norm, with p � {1, 2, �} (23). Optimizing the
model with respect to the eight adjustable parameters yields
distinct ‘‘best’’ configurations, based on which norm was used in
the simulation. The search was conducted for the best realiza-
tions as well as the best average set of runs.p The optimal
parameter settings are summarized in Tables 5 and 6 with typical
output shown in Figs. 2 and 3.

Simulated population levels closely follow the historical tra-
jectory (Fig. 2). In the first 200 years the model understates the
historical population, whereas the peak population just after
A.D. 1100 is somewhat too high in the model. The historical
clustering of settlements along the valley zonal boundaries is
nicely reproduced in the model (Fig. 3). Although the ability of
the model to predict the actual location of settlements varies
from year to year, with Fig. 3 being typical, the progressive
movement of the population northward over time, clear in the
historical data, is also reproduced in the model.

Long House Valley was abandoned after A.D. 1300, as shown
in Fig. 2. The agent model suggests that even the degraded
environment of the 1270–1450 period could have supported a
reduced but substantial population in small settlements dis-

oIn the earlier version of the model, all agent heterogeneity was a consequence of local
environmental variations.

pThe model incorporates significant stochasticity, as is typical of agent models generally.
Both agent initialization and aspects of agent behavior have stochastic components,
therefore distinct runs of the model with different seeds to the random number generator
yield distinct histories. For multiple runs of a fixed model, varying only the seeds, a
‘‘typical’’ run is constructed by averaging the realized populations in each period. The
resulting typical run is likely never to be encountered in practice, and in some circum-
stances may not even be feasible, but is useful nonetheless as an idealization.

Table 2. Household (agent) rules

1. A household fissions when a daughter reaches the age of 15.
2. A household moves when the amount of grain in storage in April

plus the current year’s expected yield (based on last year’s harvest
total) falls below the amount necessary to sustain the household
through the coming year.
A. Identification of agricultural location:

The location must be currently unfarmed and uninhabited.
The location must have potential maize production sufficient for
a minimum harvest of 160 kg per person per year (22). Future
maize production is estimated from that of neighboring sites.
If multiple sites satisfy these criteria the location closest to the
current residence is selected.
If no site meets the criteria the household leaves the valley.

B. Identification of a residential location:
i. The residence must be within 1 km of the agricultural plot.
ii. The residential location must be unfarmed (although it may

be inhabited, i.e., multihousehold sites permitted).
iii. The residence must be in a less productive zone than the

agricultural land identified in A.
If multiple sites satisfy these above criteria the location closest
to the water resources is selected.
If no site meets these criteria they are relaxed in order of iii then i.

Table 3. Model timing—household ‘‘clocks’’

Each household has two internal clocks.
1. One clock tracks the number of years a household is in existence

and determines when it fissions and dies. A household fissions
when a daughter marries at age 16 to form a new household. Birth
spacing is at least 2 years. A household dies once it reaches its
death age, a parameter drawn randomly from a uniform
distribution according to model parameters.

2. A second clock runs from April to April and reduces the amount of
maize in storage by 13.33 kg of maize per month per individual in
the household.

Table 4. Base case parameterization of the model

Parameter Value

Random seed Varies
Year at model start A.D. 800
Year at model termination A.D. 1350
Nutritional need per individual 800 kg
Maximum length of grain storage 2 years
Harvest adjustment 1.00
Annual variance in harvest 0.10
Spatial variance in harvest 0.10
Household fission age 16 years
Household death age 30 years
Fertility (annual probability of fission) 0.125
Grain store given to new household 0.33
Maximum farm to residence distance 1,600 m
Initial corn stocks, minimum 2,000 kg
Initial corn stocks, maximum 2,400 kg
Initial household age, minimum 0 years
Initial household age, maximum 29 years

Table 5. Optimized parameter settings based on single ‘‘runs’’ of
the model

Parameter�norm L1 L2 L�

Minimum death age 26 30 25
Maximum death age 32 39 34
Minimum age, end of fertility 30 28 30
Maximum age, end of fertility 32 30 30
Minimum fission probability 0.125 0.120 0.125
Maximum fission probability 0.129 0.125 0.125
Average harvest 0.60 0.62 0.60
Harvest variance 0.41 0.40 0.40

Axtell et al. PNAS � May 14, 2002 � vol. 99 � suppl. 3 � 7277
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▶ What about understanding more complex dimensions of the economy?

▶ The climate data may not be as relevant here but there are other things
to look at

▶ Let’s take a quick look at the evidence used in a paper by Maggiano et
al. on a Mayan society from 500 AD

▶ Archeology tells us that this site, Xcambó, was a center for salt
production but then shifted to a more administrative role as a
commercial port

▶ Maggiano et al. want to know how daily occupations of Xcambó
inhabitants changed
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food processing, child care, crafts, and harvesting. Many
activities carried out by Maya females could be inde-
pendent from economic growth that affected primarily
male work. Therefore, they could have been relatively
unaffected by Xcambó’s increasing dependence on a com-
mercial port.
Some of these observations should be measurable in

the skeletal record providing direct evidence on how life
changed for Xcambó’s inhabitants during the Classic pe-
riod. Human remains offer information on health, social
standing, and physical activity, supporting or modifying
archaeological interpretations (Larsen, 1997). The most
common methods for studying occupational activity pat-
terns are geometric analyses of long bone cross-sections
(Ruff and Hayes, 1983a,b; Bridges, 1989; Stock and
Pfeiffer, 2004), osteometric studies on external bone
dimensions (Cole, 1994; Tiesler Blos, 2001b; Wescott,
2006), pathological examinations of muscle insertion
areas (Hawkey and Merbs, 1995; Robb, 1998; Molnar,
2006), and joint alterations (Lovell, 1994; Medrano Enrı́-
quez, 2001). Previous investigations of the activity level
of Xcambó’s skeletal population during the Classic period
used external osteometrics because invasive techniques
were not available (Wanner et al., 2007). Unfortunately,
external measurements can be less accurate than cross-
sectional techniques (Stock, 2002; O’Neill and Ruff,
2004; Stock and Shaw, 2007), especially for the humeral
midshaft (Wanner, 2007). This study focuses on com-
puter-aided cross-sectional geometrics of humeri and
femora in an attempt to gain more reliable, direct infor-
mation on the activity patterns of Xcambó.
Cross-sectional analyses apply the principles of beam

theory to long bone diaphyses (Ruff and Hayes, 1983a).
The most critical determinants of a long bone’s mechani-
cal rigidity are strength relative to size, cross-sectional
shape, and composition (density and mineral content)
(Martin, 1989; Biewener, 1992; Goldman et al., 2003;
Sone et al., 2006). Bone tissue has the ability to adapt
all three determinants to physical loading conditions.
This has been demonstrated frequently through experi-
mentation (Jones et al., 1977; Woo et al., 1981; Matsuda
et al., 1986; Rubin et al., 1995; Mosley and Lanyon,
1998) and in recent studies on athletes (Jones et al.,
1977; Ashizawa et al., 1999; Judex et al., 1999; Bass
et al., 2002; Kontulainen et al., 2002). Structural adapta-
tion is accomplished through a negative feedback sys-
tem, which adds, resorbs, or replaces material, maintain-
ing mechanical integrity (Frost, 1964, 1988; Turner,

1999; Skerry, 2006). Although this system is predomi-
nantly controlled by localized mechanical strain, sys-
temic factors, such as genes, hormones, nutrition, and
climate are also influential (Frost, 1987; Pearson and
Lieberman, 2004).
In bioarchaeology, the relationship between mechani-

cal sensation and bone adaptation is used to reconstruct
past populations’ occupational activity patterns. For this
purpose, computer-aided cross-sectional analyses have
been developed that calculate the diaphysis’ mechanical
rigidity to compression, torsion and bending along vari-
ous axes (Nagurka and Hayes, 1980). A bone’s loading
history can be inferred from these properties (Ruff and
Hayes, 1983a). Initial cross-sectional analyses concen-
trated on changes in physical activity patterns during
the transition between subsistence strategies (Ruff and
Hayes, 1983a,b; Ruff et al., 1984; Bridges, 1989), and
between modern humans and other ancient hominids
(Trinkaus, 1976; Ruff et al., 1993; Trinkaus and Church-
ill, 1999; Trinkaus and Ruff, 1999a,b). Several more
recent studies have investigated activity effects on skele-
tal structure between or within population samples
(Holt, 2003; Weiss, 2003; Stock and Pfeiffer, 2004; Rhodes
and Knüsel, 2005; Sládek et al., 2006; Wescott, 2006).
This study contributes to this line of research by exam-
ining osteological evidence for economic growth and
corresponding occupational changes experienced by
Xcambó’s settlers during a critical period of prehistoric
Maya development. Its aim is to compare long bone
structural properties between Xcambó’s Early and Late
Classic samples and relate these to available archaeolog-
ical information. The following hypotheses are tested: 1)
If economic growth at Xcambó during the Classic period
increased social status, then osteological evidence for an
overall decrease in physical stress and a decrease in mo-
bility should be evident. 2) Because Maya women’s activ-
ity levels may have been less influenced by economic
growth, skeletal adaptation during the Classic period
should be different for men and women. Specifically, the
hypothesized decrease in physical activity could be less
significant for females than males, decreasing sexual
dimorphism in the Late Classic.

MATERIALS AND METHODS

Between 1996 and 2001, about 600 skeletons were
excavated at Xcambó (Sierra Sosa, 2004). Since burial
contexts were found evenly distributed all over the site,
at the central structures as well as the more peripheral
residential areas (Medrano Chan, 2005), the skeletal
sample provides a sufficient representation of the an-
cient living population. Age-at-death was estimated from
morphological changes in the pelvis (Todd, 1921; Lovejoy
et al., 1985; Brooks and Suchey, 1990) and general
degenerative patterns of the skeleton (Buikstra and
Ubelaker, 1994). Sex was determined following recom-
mendations by Buikstra and Ubelaker (1994), based on
macroscopic features of the pelvis and the skull. For our
population sample we selected all available individuals
with no macroscopic signs of pathologic changes from
the age-at-death range of 20–50 years. There are several
reasons for these criteria: 1) Regular activity patterns
cannot be assumed for individuals with obvious health
issues. 2) Bone reacts differently to mechanical loading
during versus after growth (Kannus et al., 1995; Bass
et al., 2002). Therefore, individuals under the estimated
age of 20 years were excluded from the sample. An addi-

Fig. 1. Map of Yucatan.
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▶ Maggiano et al. are going to make a couple of hypotheses about the
impact of switching from salt production to commercial port

▶ First, male occupations should switch from harsh labor to administrative
employment requiring less physical demand and reduced mobility

▶ Second, female occupations would not change significantly as it was
primarily males involved in salt production

▶ How do you find evidence to test these changes?
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Overall bending rigidity (Zp) shows a higher percent
bilateral asymmetry for male humeri in comparison to
females (Table 1). This is also shown by statistically sig-
nificant differences between right and left male Zp
means in both time periods. Side differences for female
humeral Zp, however, are not significant. In the male
sample a significant decrease in Zp means can be
observed between the two time periods. The resulting
effect is that, while both periods display statistically sig-
nificant sexual dimorphism for Zp, this dimorphism
decreases from 87.3% (right) and 63.9% (left) (Early
Classic period) to 42.3% (right) and 31.9% (left) (Late
Classic period). For CA and Zp, a significant interrela-
tionship between period and sex could be shown using
two-way ANOVA for the right and left side. ANOVA
results are not shown in tables.
Humeral diaphyseal shape, as expressed by Imax/Imin,

shows relatively constant percent bilateral asymmetry
between 6% and 10% throughout all groups (Table 2).
Side differences are not statistically significant in any of
these groups. In contrast to CA and Zp, percent sexual
dimorphism of Imax/Imin is also relatively low. This is
expressed by the lack of statistical significance in the
comparison of male and female mean Imax/Imin. The sex
and period interaction, as tested by a two-way ANOVA,
was also insignificant for right and left Imax/Imin.
Side, sex, and temporal differences for the femur are

presented in Tables 3 and 4. There is a statistically sig-
nificant side difference for male femoral CA in the Early
and Late Classic periods (Table 3). However, percent
side difference is relatively low in males and females. As
observed for the humerus, percent sexual dimorphism
for femoral CA decreases considerably from the Early
Classic to the Late Classic period (see Table 3 for percen-
tages). Again, this is due to a decrease in mean male CA

and an increase in mean female CA. However, none of
these changes is statistically significant, which is also
shown by a nonsignificant interrelationship between sex
and period, as tested by a two-way ANOVA. For Zp,
there is a relatively constant percent bilateral asymme-
try in all groups between 4% and 5%. For the left male
femur, there is a statistically significant reduction in Zp
between Early and Late Classic periods. Sexual dimor-
phism of Zp is highly significant in both time periods. As
a pattern, a considerable decrease in percent sexual
dimorphism occurs between Early and Late Classic peri-
ods, reducing from 39.5% (right) and 47.7% (left) to
16.8% (right) and 17.0% (left). However, the sex-period
interaction (two-way ANOVA) is only significant for left
femur Zp.
Overall femoral roundness (Imax/Imin) is relatively con-

stant throughout all subgroups (Table 4). Though, there
is a statistically significant side difference in the female
Late Classic sample and also a significant change in
Imax/Imin means for the left female femur during the
Classic period. There is no statistically significant sexual
dimorphism, but percent sexual dimorphism does
decrease through time (Table 4). The femoral ratio of an-
terior–posterior to mediolateral bending rigidity, Ix/Iy,
shows a different pattern than Imax/Imin. A statistically
significant side difference can be shown for Early Classic
males and Late Classic females. Despite this, percent
bilateral asymmetry is constant in males of both time
periods, because of different data ranges and variances.
Female percent bilateral asymmetry ranges between
7.4% (Early Classic period) and 11.7% (Late Classic pe-
riod). In the male sample, a statistically significant
decrease in right mean Ix/Iy occurs. For the left femur, a
similar, but statistically insignificant trend can be
observed. In the female sample, a nonsignificant

TABLE 1. Humeral robusticity (CAa and Zpb) by side and sex

Group

Males Females

Sex. dif.c

n

Right Left

Side dif.d n

Right Left

Side dif.dMean SD Mean SD Mean SD Mean SD Rt. Lt.

CA EC 6 355.1 39.3 342.7 31.0 4.3% 7 235.5 38.9 238.3 36.8 4.5% 50.8%*** 43.8%***
LC 24 314.0 36.6 303.5e 37.4 4.8%* 14 254.0 33.1 254.5 36.3 4.4% 23.8%*** 19.3%***

Zp EC 6 60.3 8.5 55.4 7.5 9.1%* 4 32.2 1.9 33.8 3.2 7.1% 87.3%*** 63.9%***
LC 15 50.5e 7.0 46.7e 6.9 9.2%*** 8 35.3 4.6 35.4 5.9 6.5% 42.3%*** 31.9%***

EC 5 Early Classic; LC 5 Late Classic.
Levels of significance: *P � 0.05, ***P � 0.001.
a Standardized by body weight.
b Standardized by body weight and bone length 3 1000.
c Percent sexual dimorphism between male and female values 5 100 3 (male mean – female mean)/female mean; independent sam-
ples t-test.
d Percent asymmetry between right and left side values 5 100 3 (maximum – minimum)/minimum; t-test for paired variables.
e Statistically significant difference between EC and LC mean; tested by independent samples t-test; significance level: P � 0.05.

TABLE 2. Humeral diaphyseal shape (Imax/Imin) by side and sex

Males Females

n

Right Left

Side dif.b n

Right Left

Side dif.b
Sex. dif.a

Group Mean SD Mean SD Mean SD Mean SD Rt. Lt.

EC 6 1.88 0.05 1.79 0.08 6.0% 7 1.89 0.30 1.82 0.23 8.0% 20.5% 21.6%
LC 27 1.88 0.20 1.80 0.18 9.7% 17 1.95 0.28 1.93 0.30 6.7% 23.6% 26.7%

EC 5 Early Classic; LC 5 Late Classic.
a Percent sexual dimorphism between male and female values 5 100 3 (male mean – female mean)/female mean; independent sam-
ples t-test.
b Percent asymmetry between right and left side values 5 100 3 (maximum – minimum)/minimum; t-test for paired variables.
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From “The Indians’ Old World” by Neil Salisbury, William and Mary Quarterly, Vol. 53, No. 3, 1996



Why Do We Speak English?

▶ Europeans didn’t arrive to an empty continent

▶ Relatively large population centers existed

▶ Economies had evolved to include complex political structures,
agriculture, division of labor, trade over long distances, etc.

▶ So why are we an English speaking country today?



Why Do We Speak English?

persed across suitable farming habitats located primarily in areas
of high potential crop production in the northern part of the
valley. The fact that in the real world of Long House Valley, the
supportable population chose not to stay behind but to partic-
ipate in the exodus from the valley indicates the magnitude of
sociocultural ‘‘push’’ or ‘‘pull’’ factors that induced them to move
(20).q Thus, comparing the model results with the actual history
helps differentiate external (environmental) from internal (so-
cial) determinants of cultural dynamics. It also provides a
clue—in the form of the population that could have stayed but
elected to go—to the relative magnitude of those determinants.

Discussion
As noted, in these initial inquiries our models include only the
most basic environmental and demographic specification, per-
mitting calibration with a minimum number of parameters.
Introducing more agent and physical heterogeneity, quite accu-
rate results have been obtained. Richer treatments of household
characteristics are possible. For example, in calculating mean
household values for size, fissioning, and ‘‘death,’’ we have
envisioned disaggregating the households into individuals of
varying ages in the life course.r Similarly, the average caloric
values used can be adjusted for age of individuals within the

household. Nonuniform distributions can be explored. It is,
however, interesting that even without implementing these re-
finements, the output from the current model closely reproduces
the record of the archaeological survey.

Issues remain regarding the interpretation of our findings that
some inhabitants of Long House Valley could have remained
after the archaeologically determined date of abandonment. The
fact that environmental conditions may not have been sufficient
to drive out the entire population suggests that additional push
or pull factors impelled the complete abandonment of the valley
after 1300. Another possibility that can be modeled in future
simulations might be a combination of environmental, demo-
graphic, and epidemiological factors. That is, synergistic inter-
actions between nutritional stress and precolonial epidemic
disease might have decimated the population beyond what our
model indicates. In addition, the depressed population may
simply have been insufficient to maintain cultural institutions,
precipitating a collective decision to leave the valley (26). These
are ripe topics for future research.

Conclusions
Our model closely reproduces important spatial and demo-
graphic features of the Anasazi in Long House Valley from
about A.D. 800 to 1300. To ‘‘explain’’ an observed spatiotem-
poral history is to specify agents that generate—or grow—this
history. By this criterion, our strictly environmental account of
the evolution of this society during this period goes a long way
toward explaining this history.

rUsing reasonable estimations based on model life tables (24) and fertility schedules (25) for
horticultural subsistence populations would create a reasonable set of propensities, or
probabilities, that can be used in future simulations.
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National Science Foundation (IIS-9820872), the John D. and Catherine
T. MacArthur Foundation, the Alex C. Walker Foundation, the National
Park Service, and the Advanced Research Projects Agency, as well as
additional support from the Brookings Institution, the Santa Fe Institute,
and the University of Arizona.
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Fig. 2. Best single run of the model according to the L1 norm. Other best runs
based on other norms yield very similar trajectories. The average run, pro-
duced by averaging over 15 distinct runs, looks quite similar to this one as well.

Fig. 3. Simulated and historical settlement patterns, in red, for Long House
Valley in A.D. 1125; North is to the top of the page.

Table 6. Optimized parameter settings based on the average
over 15 runs of the model

Parameter�norm L1, L L2

Minimum death age 30 25
Maximum death age 36 38
Minimum age, end of fertility 30 30
Maximum age, end of fertility 32 38
Minimum fission probability 0.125 0.125
Maximum fission probability 0.125 0.125
Average harvest 0.6 0.6
Harvest variance 0.4 0.4

7278 � www.pnas.org�cgi�doi�10.1073�pnas.092080799 Axtell et al.



Why Do We Speak English?

▶ Salisbury and Axtell touch on this, emphasizing ecological crises

▶ This is essentially an argument about a Malthusian trap of the sort we
have discussed

▶ But Europe had similar issues of a Malthusian trap and many Native
American societies had not run into dire ecological crises

▶ What differences led to Europeans being able to take control of North
America? Let’s take a quick look at one theory from Jared Diamond



Guns, Germs, and Steel
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Theory proposed by Jared Diamond in “Guns, Germs, and Steel”



Guns, Germs, and Steel

From Jared Diamond, “Guns, Germs, and Steel”, 1997



Guns, Germs, and Steel

Eurasia
Sub-Saharan 

Africa The Americas Australia
Candidates 72 51 24 1

Domesticated 
species 13 0 1 0

Percentage of 
candidates 

domesticated 18% 0% 4% 0%
Candidate is defined as a species of terrestrial, herbivorous or omnivorous, wild mammal 
weighing over 100 pounds.

Mammalian Candidates for Domestication



Guns, Germs, and Steel

Domesticated animal Location of wild ancestor
Sheep West and Central Asia
Goat West Asia
Cow Eurasia and North Africa
Pig Eurasia and North Africa

Horse Russia

The Major Five



Guns, Germs, and Steel

Domesticated animal Location of wild ancestor
Arabian camel Arabia
Bactrian camel Central Asia

Llama and alpaca Andes
Donkey North Africa (maybe Southwest Asia)
Reindeer Eurasia

Water buffalo Southeast Asia
Yak Himalayas

Bali cattle Southeast Asia
Mithan India

The Minor Nine



Guns, Germs, and Steel

Virginia H.B. 2689



Guns, Germs, and Steel

From Jared Diamond, “Guns, Germs, and Steel”, 1997
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Guns, Germs, and Steel

October 2017, Albequerque

October 2017, St. Louis



The Arrival of Europeans

▶ Let’s look at a case where there was a clash of societies

▶ In particular, we’ll look at “The Slaughter of the Bison and Reversal of
Fortunes on the Great Plains” by Feir, Gillezeau and Jones

▶ It’s a case where actions of the European settlers dramatically altered
the Native American economy with long run effects

▶ First things first, what do we mean by reversal of fortunes?
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Reversal of Fortunes

▶ The Acemoglu, Johnson and Robinson story of societies clashing is a bit
different than Diamond

▶ Recall Diamond’s story: guns, germs and steel make the difference but
those come from favorable geography and natural endowments long ago

▶ Acemoglu, Johnson and Robinson are going to think in terms of
institutions: whether colonizers imposed extractive or growth-producing
institutions dictates future economic growth

▶ We’ll think about both of these stories (and others) with the slaughter
of the bison



Back to Bison



The Slaughter of the Bison

▶ The basic idea of the paper is to see how the loss of the bison impacted
the standard of living of bison-dependent societies in the short run and
the long run

▶ Key to the paper is that the decline of the bison was both slow and rapid

▶ In some regions, the bison decline was gradual, beginning with the
introduction of the horse and European settlers

▶ In other regions, the decline was rapid, occurring in roughly a decade



The Slaughter of the Bison

Figure A2: This map illustrates the timing and original range of the North American bison and is
found in Hornaday 1889, Extermination of the North American Bison with a Sketch of its
Discovery and Life History. In the Report of the National Museum under the direction of
the Smithsonian Institution, pp. 367-548. Washington: Government.
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The Slaughter of the Bison
B Additional Figures

0

200

400

600

800

1000
E

st
im

at
ed

 B
is

on
 H

id
es

 in
 1

00
0s

1865 1870 1875 1880 1885

Year

Estimated Hides Exported to UK and France (Taylor 2011)

Figure A1: Meaures of hide exports to England and France from Taylor (2011). See Taylor (2011) for
details.
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The Slaughter of the Bison

Figure A7: This map illustrates the ancestral territories from the National Atlas of the United States
1970 (Gerlach, 1970).
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The Slaughter of the Bison

▶ Given the bison map and the ancestral territories map, you can
determine which societies were hit by the slow or rapid decline of the
bison

▶ The next task is to find measures of relevant outcomes

▶ This is not as simple as you’d think, both because of time periods and
unique problems of studying Native Americans

▶ Ultimately, several different outcome measures are used including
heights, occupational data, and nighttime light data



The Slaughter of the Bison

0

.01

.02

.03

.04

D
en

si
ty

50 100 150 200

Height in cm

Bison Dependent
Not Bison Dependent

Figure A3: This figure plots the density of standing height from Franz Boas’ sample 1890 to 1901.
N=9,075. Societies are classified as bison-reliant when more than 60% of their ancestral
territory was covered by the historic bison range and non-bison-reliant if it was less than
this. A similar pattern is visible if a threshold of 80% or 40% is used.
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The Slaughter of the Bison

Figure 3: The distribution of nighttime lights in 2000 overlaid with Native American homelands or
reservation boundaries in 2013.

for a sample of the reservations that meet certain reporting criteria. This expands our sample

from 197 reservation-tribe observations to 313. All of our specifications that use the nighttime

lights data control for the population of the territory using the Gridded Population of the World

database from NASA’s Socioeconomic Data and Applications Centre. The gridded population

data is available at 5 year intervals from 2000-2015.25

D Pre-contact, Colonial Period, and Modern Control Variables

Formerly bison-reliant societies are not strictly comparable to non-bison-reliant societies, as the

outcomes of the descendants of these societies and the governance structures on reservations

may differ for other reasons. As such, in specifications that compare bison-reliant nations to

non-bison-reliant nations, we control for pre-contact differences in geography and culture, their

experiences with settlers, and other modern variables. For example, it is important to control

for whether tribes experienced disproportionate levels of depopulation during first contact, war,

treaty signing, forced co-existence on reservations, and relocation. We also want to control

for economic activity of the reservations and surrounding areas, and access to other financial

resources such as casinos.26 We acquire economic information from Dippel (2014), as well as

information on ruggedness, forced co-existence, displacement from traditional territory, and

historic co-existence. We expand upon the pre-contact cultural measures used by Dippel (2014)

25This data is available for download online from http://sedac.ciesin.columbia.edu/data/collection/

gpw-v4
26Dippel (2014) acquires casino data from Taylor and Kalt (2005).
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Figure 4: Coefficients on indicators for each two-year of birth before and after the slaughter interacted with whether
the tribe obtained most of its calories from bison at least during part of the year. The dependent variable is
height in cm and conditions on age fixed effects, a dummy for “full blood”, the tribe being located in Canada,
whether a railway entered the traditional territory of the tribe and the number of years since your year of
birth the railway had been present, and for whether the respondent had been born during a period of war.
Data is from Franz Boas’ 1889 to 1903 sample, N=7,321 (males).

lost as of 1870”, were about 2 cm taller than all other Native nations, on average, but lost

this height advantage after 1870.33 In column (2), we restrict our specification to only include

nations that had at least 60 percent of their original ancestral territory overlapping the 1730

bison range. This allows us to look within bison-reliant nations and compare those communities

that were affected by the gradual decline to those who were affected by the rapid slaughter. On

average, nations that lost the bison quickly were slightly taller than other bison-reliant peoples,

but after 1886 more than their entire height advantage was eliminated, with declines in height

of up to 5 cm.34 These findings are consistent across specifications with additional controls,

those that focus on individuals aged 5 to 35 years, and those focusing only on Native Americans

in the United States.35

The most dramatic estimates suggest that among those born into bison-reliant nations that

lost the bison as part of the rapid slaughter, heights declined by 9 cm relative to those that lost

33Recall that each of our bison-reliance measures are continuous variables ∈ [0, 1], so that a one unit change in
“share lost as of 1870”, for example, can be thought of as moving from the scenario where there is no reduction
in bison-coverage in a tribal territory by 1870 to that where the reduction in bison-coverage in a tribal territory
is 100%.

34The exact coding of the Sioux and Ojibway sub-tribal groups turns out to be important for the precise
magnitude of the reversal of fortunes when focusing solely on the former bison-reliant societies. We have taken
the approach that uses an average of bison-dependency among the Sioux and Ojibway when the exact tribal
grouping is ambiguous here, however, any reasonable coding of these groups yields the result that the loss of the
bison at very least eliminated the height advantage of formerly bison-reliant peoples.

35Different age restrictions can be used with similar results.
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(b) Bison-reliant: gradual vs. rapid

Figure 5: Coefficients on indicators for each two-year of birth before and after the slaughter interacted with whether
the tribe obtained most of its calories from bison at least during part of the year. The dependent variable
is the weighted number of people observed in that cohort and conditions on age fixed effects. Data is from
the IPUMS 1900 and 1910 Census Over-sample. Given that some tribe-birth year combinations have no
observations, we impute a population size of zero.

bison gradually to those who lost the bison rapidly. The results are dramatic. The cohorts born

after the slaughter are substantially smaller for those nations that were still bison-reliant before

the slaughter began. It is important to keep in mind that this data is from 1900 and 1910, before

Native Americans were citizens of the United States and before there was freedom of mobility

from reservations, suggesting that the smaller population sizes were not due to primarily from

out-migration. These results are consistent with higher mortality, and the possibility of our

estimates of the effect on height being a lower bound on the actual consequences of the loss of

the bison.

We also compile the available statistics from the Historical Statistics of the United States

on the population counts of American Indians by tribe (Carter, Gartner, Haines, Olmstead,

Sutch, Wright, and Snipp, 2006).38 There is a large gap in data availability between 1780 and

1907, with population counts from 1845 available only for a small selection of tribes, thus we

focus on 65 tribes for which we have consistent data in 1780 and 1907. Nations that were

bison-reliant had a population that was much larger than non-bison-reliant tribes in 1780, and

we find that by 1907 their population size statistically converges to that of the non-bison-reliant

tribes. Further, bison-reliant nations lost nearly 70 percent of their population over this period.

The sample of tribes contained in the Historical Statistics does not allow us to compare the

rapid loss of the bison to the gradual loss. While we view these statistics as substantially less

38We use the tables Ag392-433, Ag265-330, Ag17-129, and Ag130-264.
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Bison and Econometrics

▶ Before we turn to the regression tables themselves, a quick econometrics
primer/refresher

▶ We’ll start with thinking about just the relationship between the share
of bison lost (Si) and income per capita (yi):

yi = β0 + β1Si

▶ How do we interpret this equation and what do we expect in terms of
signs of the coefficients?
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Bison and Econometrics

▶ But Feir, Gillezeau and Jones argue that the relationship should be
different for those that lost bison early versus those that lost them late

▶ So let’s model those as separate variables, Searly and Slate:

yi = β0 + β1S
late
i + β2S

early
i

▶ Now the impact of bison loss can differ by whether it was early or late
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Bison and Econometrics

▶ But another part of the story is that the impact of the bison slaughter
should depend on whether you were developing other skills, i.e.
agriculture

▶ So we could include a measure for calories from agriculture, AGi:

yi = β0 + β1S
late
i + β2S

early
i + β3AGi

▶ Does this do what we want?

▶ Nope.



Bison and Econometrics

▶ What we need is what we call an interaction term

▶ We need the relationship between S and y (the slope coefficient) to
depend on AG

▶ To get that, we can include a term that has S multipled by AG (note
that I’m going to simplify things by only looking at late bison loss):

yi = β0 + β1Si + β2Si ·AGi

▶ Now the slope coefficient related to S is equal to β1 + β2Si

▶ How can we think about this graphically?
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The Slaughter of the Bison

Table 4: Correlation between Standardized Occupational Rank and Tribe Historic bison-reliance in
1910 and 1930

1910 1930 1910 1930

Full Sample Only Bison-reliant

Share lost as of 1870 0.0431 0.126
(0.191) (0.118)

Share lost as of 1889 -0.582 -0.474 -0.604 -0.720
(0.211) (0.155) (0.201) (0.164)

Age 0.111 0.0726 0.100 0.100
(0.026) (0.031) (0.046) (0.052)

Age-Squared -0.001 -0.001 -0.001 -0.001
(0.000) (0.000) (0.001) (0.001)

Constant -2.234 -1.195 -1.825 -1.962
(0.418) (0.628) (0.920) (1.121)

Observations 463 620 225 296
Adjusted R2 0.067 0.086 0.038 0.125

Notes: Clustered standard errors at the tribe level in parentheses. All columns include regional fixed effects
(Census regions as defined by IPUMS: the New England Division, Middle Atlantic Division, East North Central
Division, West North Central, South Atlantic Division Division, East South Central Division, West South Central
Division, Mountain Division, and the Pacific Division). Occupational rank has been standardized to a mean of
zero and a standard deviation of one. “Bison-reliant’ is defined as at least 60 percent of a tribes’ ancestral
territory being covered by the original historic bison range.

in per capita income on reservations based on bison-reliance and the speed of bison loss. In

column (1), we look at the average difference in income per capita of moving from having the

original share of the bison range not overlapping the tribes’ ancestral territory, to overlapping

it by 100%. This income difference is roughly $2,500 compared to an average income per capita

of only $11,000. In columns (2), (3), and (4), we look at the correlation between losing 100%

of the share pre-1870 or losing it post-1870 relative to never having been bison-reliant. Across

these specifications, losing the bison as part of the slaughter is associated with a larger negative

effect on income: nearly $4,000 (or 38%) less is earned by those that lost the bison during the

slaughter relative to a non-bison-reliant nation. The final column focuses within bison-reliant

nations and shows that those that lost the bison rapidly have roughly 30% less income in 2000

compared to those who lost the bison slowly. Strikingly similar results are shown for Canada

in Table A6 where we condition on a number of controls that are similar to those used with the

American data.41

41For the Canadian regressions we focus on the relationship between the share of traditional territory covered
by the bison’s original range and long-run outcomes. We do not find large differences between bison-reliant
nations who lost the bison gradually compared to those that lost the bison quickly. Presumably this is because
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The Slaughter of the Bison

Table 5: Correlation between the Share of Bison Covering Traditional Territory and Income Per Capita
by Reservation in 2000

(1) (2) (3) (4) (5)

Original Share -2588.3
(823.913)

Share lost as of 1870 -1632.6 -2015.0
(894.083) (892.423)

Share lost as of 1889 -3918.5 -4380.3 -2556.2
(590.392) (671.006) (616.157)

Constant 11074.9 10553.0 10355.2 11038.3 9213.4
(618.927) (599.328) (441.578) (624.817) (500.193)

Observations 197 197 197 197 72
Adjusted R2 0.053 0.014 0.037 0.060 0.045

Notes: Clustered standard errors at the tribe level in parentheses. The last column only includes tribes for whom
at least 60% of their original territory was covered by bison.

In the descriptive statistics of Section D, we show that formerly bison-reliant nations are

systematically different than non-bison-reliant nations, thus Table 6 reports the results of the

exercise above for columns (4) and (5), but conditional on a set of cultural, geographic, colonial,

and modern economic factors. Systematically, we find that formerly bison-reliant nations make

less on average, even after conditioning on the income per capita of nearby counties. Those that

lost the bison as part of the mass slaughter in 1870 (columns (4)-(6)) make less than those that

had time to adjust to the bison’s gradual elimination from their territory. The results become

less precisely estimated in our most restrictive specifications, but the point estimate remains

large and negative.

C.2 Social Conflict, Population Size, and Nighttime Light Density

Admittedly, using income per capita as an outcome only captures one dimension of development.

In Table 7, we complement the regressions of GDP per capita on bison-reliance by estimating

the same specifications using three alternative outcomes: the frequency with which a reservation

name has been in the news for social conflict or corruption within the community, the log of

population on the reservation, and the log of mean light density. Column (1) of Table 7 displays

the coefficients from a regression of per capita income on the share of traditional territory lost

by 1870 and 1889 for comparison.

there is not sufficient variation between those that lost the bison slowly and those that lost the bison gradually,
as evident in Figure 1. Table A19 reports the sources used to construct the Canadian data set.
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The Slaughter of the Bison
Table 13: Correlation between Share of Bison Covering Traditional Territory and Income Per Capita

Adjusted for Experience with Agriculture

(1) (2) (3)

Share lost as of 1870 -3884.2 -2294.6 -1098.5
(1494.426) (1210.170) (1217.349)

Share lost as of 1870 X AG Cal 941.4 26.41 -341.3
(344.777) (341.150) (394.416)

Share lost as of 1889 -2998.7 -4370.0 -4866.3
(1390.663) (1499.165) (1580.858)

Share lost as of 1889 X AG Cal 1490.4 2836.9 4290.2
(922.949) (1129.248) (1345.322)

Cultural Controls X X X
Soil Quality Controls X X X
Colonial Controls X X
Contemporary Controls X

Observations 197 197 197
Adjusted R2 0.113 0.292 0.420

Notes: Clustered standard errors at the tribe level in parentheses. “Cultural controls” include calories from agri-
culture, historic centralization, measures of nomadism, jurisdictional hierarchy, wealth distinctions, log ruggedness
and population in 1600. “Colonial controls” include being involved in an Indian war, a measure of forced co-
existence, and distance displaced from traditional territory. “Contemporary controls” include nearby income per
capita, log distance to the nearest city, presence of a casino. “Soil Quality controls” include share of reservation
land without constraints from excess salts, nutrient availability, nutrient retention, rooting conditions, oxygen
availability, toxicity, and workability.

significant; although this coefficient is not statistically significant, it is negative which suggests

that a substantial component of modern persistence is due to institutional or cultural struc-

tures on the reservations of the formerly bison-reliant nations. It should be noted that these

specifications also include place of birth fixed effects in order to capture the initial conditions

faced by individuals currently living outside native homelands and those living within.

We attempt to understand whether nations that had some additional ability to adjust to

the loss of the bison have better outcomes today. Specifically, we hypothesize that bison-reliant

communities that had more traditional experience with agriculture would be more likely to have

their human capital maintain value, especially since the agriculture sector was promoted by the

Bureau of Indian Affairs. Table 13 shows the results of interacting bison-dependency with a

measure of tribal reliance on agriculture. This measure is an index of calories coming from

agriculture that we take from Murdock’s Ethnographic Database. For those nations that lost

the bison rapidly, a larger share of calories from agriculture mitigates up to 90% of the negative

effect of the bison’s loss. These results suggest that bison-reliant tribes that had some degree
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The Slaughter of the Bison

▶ The short run negative effects seem quite plausible

▶ But why the medium and long run effects?

▶ Why would subsequent generations still suffer from the slaughter of the
bison?

▶ Two interesting mechanism are raised by Feir, Gillezeau and Jones
▶ The transferability of human capital
▶ Constraints on mobility from federal policies

▶ To think about these mechanisms, let’s start with a couple polls:

https://pollev.com/jmparman

https://pollev.com/jmparman
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Announcements

▶ This week will be all about Native American economies

▶ Readings:
▶ For this week: Feir, Gillezeau, and Jones (2017) “The Slaughter of the

North American Bison and Reversal of Fortunes on the Great Plains”
▶ For next week: Sawers (1992) “The Navigation Acts Revisited”

▶ Study guide questions are up on Blackboard

▶ Never too early to start on the first referee report



Announcements

▶ Sorry for having to cancel Thursday’s class and office hours, tough to
lecture without a voice

▶ Today we’ll cover the bison paper

▶ Then we’ll be moving on to the Colonial economy, the reading for that
will be Sawers (1992) “The Navigation Acts Revisited”

▶ Make certain you are working on your first referee report, email me or
stop by office hours with any questions
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