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Announcements

If you had any technical issues with the quiz (even if
you fixed them) let me know so I can ensure future
quizzes go smoothly

Answers for the quiz are posted in the Quizzes folder on
Blackboard

Remember that grades will be curved at the end of the
semester, I am expecting the typical student to get one
or two questions wrong on each quiz

In general, quiz answers will always be posted the next
day
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Announcements

Remember that any group preferences need to be submitted by
February 8th.
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Announcements

Plan for the next couple of classes is to move from the
Middle Ages to the Industrial Revolution

We’ll work our way through the North and Thomas
paper (required reading)

I’ll also talk about a couple of interesting empirical
papers looking at intellectual property rights during
industrialization (non-required readings)

No new required readings for next week other than
North and Thomas

Before we move on to the Industrial Revolution and
increasingly formal institutions, let’s finish off thinking
about the voluntary institutions related to trade in the
Middle Ages with an experiment
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Voluntary Institutions

Golden Balls - $100,000 Split Or Steal? 14/03/08
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Voluntary Institutions

We’re going to play a variation on this game here in
class

Four of you will have the chance to win up to $30

Here are the basic rules:

Two people will play at a time
You will have approximately two minutes to talk to each
other
After that, each player will secretly choose either the
Steal card or the Split card
If both choose split, each player wins $10
If one chooses split and the other steal, the player
choosing split gets nothing and the player choosing
steal gets $30
If both choose steal, both get nothing
Honor Code is suspended during game
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Voluntary Institutions
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Voluntary Institutions

So what did we learn? (I don’t know since this slide was
made ahead of time)

Did I dole out $30 (the biggest increase in total
surplus), $20, or nothing (the worst outcome in terms
of total surplus)?

How did students negotiate?

Could they make credible statements?

Were any deals incentive compatible?

Would outcomes have changed with enforceable
contracts?

How important was social pressure?
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Announcements

Our next quiz will be on Wednesday, February 13th

The quiz will cover the North and Thomas reading and
the lectures from 2/1 through 2/11

Expect a similar format to the last quiz, about half of
the questions focused on lecture material and half
focused on the North and Thomas paper

For other readings covered during lecture (e.g. Greif or
Greif, Milgrom and Weingast), you are only responsible
for understanding the lecture, you do not need to look
at the readings
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Voluntary Institutions

Golden Balls - $100,000 Split Or Steal? 14/03/08
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Voluntary Institutions

Let’s wrap up our Golden Balls game, now that we
know how it turned out

Both groups wisely colluded to go Split/Steal to get the
$30 and then split the $30 afterward

This was the efficient outcome, the combined earnings
of the players were higher than if they went Split/Split

This outcome was highly dependent on voluntary and
informal institutions

I never said I would enforce any deals yet the players
contracted anyway

Note that there were no explicit punishment strategies

One shot game
150 classmates watching them

J. Parman (College of William & Mary) Institutions and Development, Spring 2019 February 4, 2019 3 / 31



Voluntary Institutions

What would have happened if we did this anonymously
online?

Probably no credible commitment to sharing the
winnings

Would Split/Split make the most sense? Would we see
Steal/Steal emerge as a strategy?

What if we repeated the game?

What if I promised to enforce contracts?

Time to start thinking about moving into a world with
more strangers, more trade, and more formal institutions
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Institutions and Industrialization
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Institutions and Industrialization

The Palace of Versailles, First Expansion 1661-1678
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Institutions and Industrialization

Inventory of the sale of all the worldly belongings of one William Miller,
1833
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Institutions and Industrialization

North and Thomas are going to try to explain this break
from the Malthusian world in terms of institutions

How they characterize the pre-industrial world:

abundant land of good quality available for colonization
and settlement
workers were a relatively scarce factor of production
small volumes of trade, mostly local exchange
long distance trade was based on differentials in
resource endowments
rate of innovative activity was very low

So how do we escape this world?

First things first, let’s model what’s trapping us in this
world
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Population in the Modern World

Year
Population (in 

thousands)
Surviving children 

per woman
1850 23,261 --
1870 39,905 --
1890 63,056 --
1910 92,407 2.672
1930 123,188 1.968
1950 151,684 2.870
1970 205,089 2.336
1990 250,181 1.994
2010 309,776 --

Population growth in the United States, 1850-2010
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Population in the Preindustrial World

Location
Population in 

1300
Population in 

1800

Surviving 
children per 

woman
Norway 0.4 0.88 2.095
Southern Italy 4.75 7.9 2.061
France 17 27.2 2.056
England 5.8 8.7 2.049
Northern Italy 7.75 10.2 2.033
Iceland 0.084 0.047 1.93

Note: population is given in millions.
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The Malthusian Trap

The Reverend Thomas Robert Malthus
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The Malthusian Trap

Essay on the Principle of Population, 1798
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The Malthusian Trap

A basic but powerful framework was proposed in the late
1700s by Thomas Robert Malthus, built upon two basic
principles:

“First, That food is necessary to the existence of man.”

“Second, That the passion between the sexes is
necessary and will remain nearly in its present state.”
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The Malthusian Trap

These two basic principles lead to societies being trapped at
a particular standard of living. According to Malthus:

Population, when unchecked, increases in a
geometrical ratio. Subsistence increases only in an
arithmetical ratio...This implies a strong and
constantly operating check on population from the
difficulty of subsistence.
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Explaining Stationary Populations

One of the key differences between the preindustrial
world and the modern world was that population size
was pretty much static

Malthus helps provide a very simple economic argument
for why this was the case that we’ll try to formalize

The argument depends on three assumptions about how
preindustrial economies worked:

Each society had a birth rate increasing with living
standards
Each society had a death rate decreasing with living
standards
Living standards decline as population increases
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The Birth Rate Schedule

The birth rate is just the number of births per year per
thousand people

For example, there were 4,059,000 births in the United
States in 2000 and the US population was 281,421,906:

b2000 =
4059000
281421906

1000

= 14.4

We assume that in the preindustrial world, birth rates
rose with material living standards

Why? A wealthier family could better afford an
additional child, a healthier woman was more likely to
have a successful pregnancy, ...
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The Birth Rate Schedule
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The Death Rate Schedule

The death rate is just the number of deaths per year
per thousand people

For example, there were 2,403,000 deaths in the United
States in 2000 and the US population was 281,421,906:

d2000 =
2403000
281421906

1000

= 8.5

We assume that in the preindustrial world, death rates
fell with material living standards

Why? Higher levels of consumption (better food,
clothing, shelter, etc.) help you live longer
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The Death Rate Schedule
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Stationary Population

Notice that for our US figures, the birth rate was 14.4
births per 1,000 people per year and the death rate was
8.5 deaths per 1,000 people per year

This means that each year, more people are being born
than are dying so population must be growing

Recall that the preindustrial world had almost no
population growth

So in the preindustrial world, the birth rate roughly
equaled the death rate (the income per person at which
this occurs is called the subsistence income)
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Stationary Population
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Stationary Population

But why a stationary population?

Because of the technology curve relating population to
income per person

With some resources fixed (for example land), the
marginal product of an extra person is positive but
smaller than the marginal product of the previous person

This means that while total output increases as
population increases, it increases at a slower rate than
population
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Announcements

Our next quiz will be on Wednesday, February 13th

The quiz will cover the North and Thomas reading and
the lectures from 2/1 through 2/11

Expect a similar format to the last quiz, about half of
the questions focused on lecture material and half
focused on the North and Thomas paper

For other readings covered during lecture (e.g. Greif or
Greif, Milgrom and Weingast), you are only responsible
for understanding the lecture, you do not need to look
at the readings
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Institutions and Industrialization
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Institutions and Industrialization

From Wescoat, Headington and Theobald “Water and Poverty in the
United States” Geoforum (2007)
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Institutions and Industrialization
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Diminishing Marginal Product of Workers
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The Technology Curve
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The Malthusian Equilibrium
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Moving to the Malthusian Equilibrium

Suppose we were at an income per person greater than
the equilibrium level

Then births would exceed deaths leading to population
growth

As the population grows, we move up and to the left
along the technology curve

This leads to lower income per person increasing the
death rate and decreasing the birth rate

Things stop moving once the birth rate equals the
death rate
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Moving to the Malthusian Equilibrium
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Moving to the Malthusian Equilibrium

Notice that equilibrium income per person had nothing
to do with the level of technology

Equilibrium income per person is determined entirely by
the birth rate and death rate

The technology curve mattered for two reasons:

The downward slope told us how income per person
would change if the population was growing or shrinking
The position determined the equilibrium population level
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A Coll 300 Twist

Before digging into the role of technology and why it
matters for North and Thomas, let’s take a second to
think about the birth and death rate curves

It’s differences in these curves that lead to differences in
subsistence income across societies

What can drive these differences?

Things like disease and warfare are going to have big
effects

But so will a range of social norms and certain types of
rituals or ceremonies

Think about two cases:

Ritual and ceremony related to cleanliness
Ritual and ceremony related to marriage and children
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A Coll 300 Twist

common understanding of this term is even more diffi-
cult; for example, a spot of blood or other proteina-
ceous material is more difficult to see on very dark
skin. Furthermore, in a hot and humid climate, the
need to wash the hands with fresh water also may be
driven by the feeling of sticky or humid skin.

According to some religions, the concept of dirt is
not strictly visual and reflects a wider meaning, refer-
ring to interior and exterior purity.22,23 Among some
health care workers, such a perspective may lead to
the perceived need to wash the hands with water
when feeling ‘‘impure’’ and may be an obstacle to the
use of alcohol-based hand rubs. The cultural issue of

feeling cleaner after handwashing rather than after
hand rubbing actually was raised recently during a
widespread hand hygiene campaign in Hong Kong
and may underlie the inability to sustain the excellent
hand hygiene compliance attained during the recent
severe acute respiratory syndrome (SARS) pandemic
(W.H. Seto, personal communication).

From a global perspective, the foregoing consider-
ations underscore the importance of making every pos-
sible effort to consider the concept of ‘‘visibly dirty’’ in
accordance with racial, cultural, and environmental
factors, and to adapt it to local situations with appropri-
ate strategies to promote hand hygiene.

Table 1. Specific indications for hand hygiene according to the most widely represented religions worldwide

Religion Specific indications for hand hygiene Reason/purpose

Buddhism After each meal Hygienic/cleansing

To wash the hands of the deceased Symbolic

At the new year, young persons pour water over elders’ hands Symbolic

Christianity Before the consecration of bread and wine Ritual

After handling holy oil (Catholics) Hygienic/cleansing; ritual

Hinduism During worship (puja) (water) Ritual

End of prayer (water) Ritual

After any unclean act (toilet) Hygienic/cleansing

Islam Repeating ablutions at least 3 times with running water before prayers (5 times/day) Ritual

Before and after any meal Hygienic/cleansing

After going to the toilet Hygienic/cleansing

After touching a dog, shoes, or a cadaver Hygienic/cleansing

After handling anything soiled Hygienic/cleansing

Judaism Immediately after awakening in the morning Hygienic/cleansing

Before and after each meal Hygienic/cleansing

Before praying Ritual

Before the beginning of Shabbat Ritual

After going to the toilet Hygienic/cleansing

Orthodox After putting on liturgical vestments before the ceremony Ritual

Christian Before the consecration of bread and wine Ritual

Sikhism Early in the morning Hygienic/cleansing

Before every religious activity Ritual

Before cooking and entering the community food hall Hygienic/cleansing

After each meal Hygienic/cleansing

After taking off or putting on shoes Hygienic/cleansing

Table 2. Alcohol prohibition in some religions

Religion

Alcohol

prohibition Reason for alcohol prohibition

Alcohol prohibition potentially affecting

the use of alcohol-based hand rub

Buddhism Yes Kills living organisms (bacteria) Yes, but surmountable

Christianity No — —

Hinduism Yes Causes mental impairment No

Islam Yes Causes disconnection from a state of spiritual awareness

or consciousness

Yes, but surmountable

Judaism No — —

Orthodox Christian No — —

Sikhism Yes Unacceptable behavior disrespectful to the faith; considered

an intoxicant

Yes, possibly

Allegranzi et al February 2009 31

From Allegranzi et al. “Religion and culture: Potential undercurrents in
influencing hand hygiene promotion in health care” American Journal of

Infection Control (2009)
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A Coll 300 Twist
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A Coll 300 Twist
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A Coll 300 Twist
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The Effects of a Change in Technology

Back to technology, suppose that there is an improvement in
technology (we invent the wheel). What happens?

The advance in technology will shift the technology
curve to the right

In the short run (before population adjusts), this means
greater income per person

Births will rise, deaths will fall and the population will
grow

The economy returns to the old income per person only
at a new higher population

So an improvement in technology can allow for greater
population density but doesn’t improve average income per
person
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The Effects of a Change in Technology
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The Effects of a Change in Technology
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The Effects of a Change in Technology
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The Effects of a Change in Technology
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The Effects of a Change in Technology
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The Effects of a Change in Technology
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The Effects of a Change in Technology
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The Effects of a Change in Technology
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North and Thomas on the Malthusian Trap

Now let’s bring this back to North and Thomas

Remember their characterization of the pre-industrial
world

abundant land of good quality available for colonization
and settlement
workers were a relatively scarce factor of production
small volumes of trade, mostly local exchange
long distance trade was based on differentials in
resource endowments
rate of innovative activity was very low

Where does our simple Malthusian theory fit in?
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Another Coll 300 Moment

Sir Edmund Andros copy of the College of William and Mary Charter,
circa 1693
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Another Coll 300 Moment

Image from the Flathat, January 22, 2018
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Charter Day is Feb. 8th, or is it?

La clémence de César, Abel de Pujol, 1808
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Charter Day is Feb. 8th, or is it?

Portrait of Pope Gregory XIII, 16th century
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Charter Day is Feb. 8th, or is it?

First page of the papal bull “Inter Gravissimas”, Pope Gregory XIII,
1582

J. Parman (College of William & Mary) Institutions and Development, Spring 2019 February 8, 2019 5 / 30



Announcements

Our next quiz will be on Wednesday, February 13th

The quiz will cover the North and Thomas reading and
the lectures from 2/1 through 2/11

Expect a similar format to the last quiz, about half of
the questions focused on lecture material and half
focused on the North and Thomas paper

For other readings covered during lecture (e.g. Greif or
Greif, Milgrom and Weingast), you are only responsible
for understanding the lecture, you do not need to look
at the readings
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Announcements

Next week we’ll be focusing on empirical evidence of
the importance of institutions for development

The next required reading is Acemoglu, Johnson and
Robinson (2001). The colonial origins of comparative
development: An empirical investigation. American
economic review, 91(5), 1369-1401.

The reading is up in the Required Readings folder

Remember, don’t get bogged down in the econometrics

Focus on the big picture, the logic of the argument, the
evidence being used, and the conclusions being reached
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Institutions and Industrialization

0 CE

From World Population: A Graphic Simulation of the History of Human
Population Growth, PBS. Each dot represents one million people.
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Institutions and Industrialization

1000 CE

From World Population: A Graphic Simulation of the History of Human
Population Growth, PBS. Each dot represents one million people.
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Institutions and Industrialization

1800 CE

From World Population: A Graphic Simulation of the History of Human
Population Growth, PBS. Each dot represents one million people.
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Institutions and Industrialization
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Institutions and Industrialization
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North and Thomas

So Europe is feeling population pressure in the MIddle
Ages

This does a few different, equally important things in
the view of North and Thomas

Relative factor prices change within countries
Relative factor prices change across countries
Potential markets are getting bigger

All of these are going to induce institutional change
that will increase efficiency and help break us out of the
Malthusian trap
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Relative Factor Prices Within Countries
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Relative Factor Prices Across Countries
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Changing Prices and Markets

So with the increasing scarcity of land and the
increasing abundance of labor, it becomes useful to
control land rather than labor

We get a push for stronger property rights and a decline
in the desire for institutions based on control over
people (think feudalism)

With population pressure differing across countries, and
resources differing, potential gains from trade are
growing

Growing market sizes are also increasing these potential
gains

What institutional change do we see to take advantage
of these gains?
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Trade and Institutions

North and Thomas point to several institutional
innovations

Stronger national governments to protect trade
interests and enforce contracts

A range of changes often described as the “commercial
revolution”

Joint-stock companies
New types of insurance
Development of international financial markets

Last, but certainly not least, the granting of monopoly
privilege for inventions
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Institutions and Innovation

A lot of this sounds like one-time albeit permanent
gains in productivity

Our model said income per capita gains should be
temporary

Key to North and Thomas’ story is that these
institutional changes changed the incentives to innovate

These new institutions facilitated trade with increasingly
large markets increasing the returns to innovation
The new property rights directed a greater share of
those returns to the innovator
So now the incentive to innovate is much, much
stronger

Stronger incentives to innovate will lead to a steady rate
of innovation, that’s what breaks the Malthusian Trap
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Where’s the Evidence?

North and Thomas tell a compelling story

But they don’t exactly provide much empirical evidence,
they rely largely on broad stylized facts and anecdotal
evidence

How can we get more convincing evidence of the role
institutions played in industrialization?

We’ve got a few things working against us:

A lot of things moving around at once
A lack of good data for many things we care about
A host of endogeneity concerns

One potential solution: look at the impact of patents
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Evidence from Patents
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Evidence from Patents

Why look at patents?

Precisely the type of institution North and Thomas are
talking about

Excellent data (since patents had to be filed)

Useful variation in patent laws across countries and over
time

Let’s take a look at Moser (2005) “How Do Patent
Laws Influence Innovation? Evidence from
Nineteenth-Century World’s Fairs”
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Announcements

Due to a committee meeting, I have to shorten office hours
today. I will need to leave at 3:50pm. If you were planning
on coming after that, I am happy to schedule a different
time to meet.

J. Parman (College of William & Mary) Institutions and Development, Spring 2019 February 11, 2019 1 / 28



Announcements

Groups are posted for the academic festival project

To see your group, click on “Academic Festival Group”
on Blackboard

Clicking on the group will show you group members and
give you options for communicating (discussion board,
email)

I highly recommend touching base with your group
members in the next couple of weeks to plan out a
schedule for getting the project done

Remember you’ll have two in-class workdays in early
April but these will be more productive if you’ve already
made good progress
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Announcements

Our next quiz will be on Wednesday, February 13th

The quiz will cover the North and Thomas reading and
the lectures from 2/1 through today

Expect a similar format to the last quiz, about half of
the questions focused on lecture material and half
focused on the North and Thomas paper

For other readings covered during lecture (e.g. Greif or
Greif, Milgrom and Weingast, Moser), you are only
responsible for understanding the lecture, you do not
need to look at the readings
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Announcements

Starting on Wednesday we’ll be focusing on empirical
evidence of the importance of institutions for
development

The next required reading is Acemoglu, Johnson and
Robinson (2001) “The colonial origins of comparative
development: An empirical investigation” American
Economic Review

The reading is up in the Required Readings folder

Remember, don’t get bogged down in the econometrics

Focus on the big picture, the logic of the argument, the
evidence being used, and the conclusions being reached
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Very Brief Recap of North and Thomas

Initially, plenty of land so labor is relatively expensive
and land is cheap

This leads to institutions focused on control over labor

Population growth makes land scarce, labor abundant
flipping relative prices

This leads to new institutions focused on control over
land, not labor

Growing markets and differing population pressures
across locations make trade attractive

This leads to new institutions to reduce costs of
international trade

Finally, big potential gains from innovation and secure
property rights bake in the incentive to innovate
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Where’s the Evidence?

North and Thomas tell a compelling story

But they don’t exactly provide much empirical evidence,
they rely largely on broad stylized facts and anecdotal
evidence

How can we get more convincing evidence of the role
institutions played in industrialization?

We’ve got a few things working against us:

A lot of things moving around at once
A lack of good data for many things we care about
A host of endogeneity concerns

One potential solution: look at the impact of patents
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Evidence from Patents

Why look at patents?

Precisely the type of institution North and Thomas are
talking about

Excellent data (since patents had to be filed)

Useful variation in patent laws across countries and over
time

Let’s take a look at Moser (2005) “How Do Patent
Laws Influence Innovation? Evidence from
Nineteenth-Century World’s Fairs”
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Evidence from Patents

The Crystal Palace Exhibition of 1851, London
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Evidence from Patents

Centennial Exhibition of 1876, Philadelphia
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Evidence from Patents

Moser is going to look at exhibits from the Crystal
Palace (1851) and Centennial (1876) exhibitions

She is going to categorize all of the exhibits based on
their catalog description:

32 Bendall, J. Woodridge, Manu.-A universal
self-adjusting cultivator, for skimming,
cleaning, pulverizing, or sub-soiling land; pat.

There are two sources of variation that Moser can
exploit:

Differences in patent laws across countries
Changes in patent laws within countries over time

The basic idea to see how the types of innovation differ
across different patent regimes to see if patents
influence the direction of innovation
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Evidence from Patents

 VOL. 95 NO. 4 MOSER: HOW DO PATENT LAWS INFLUENCE INNOVATION? 1217

 TABLE 1-STATISTICS ON THE WORLD'S FAIRS OF 1851
 AND 1876

 Exhibition

 Crystal Palace Centennial

 Location London Philadelphia
 Year 1851 1876

 Countries
 Total 40 35

 N. Europe 12 10
 Exhibitors

 Total 17,062 30,864
 N. Europe 11,610 6,482

 Visitors 6,039,195 9,892,625
 Area (in acres) 25.7 71.4

 Sources: Bericht III (1853) and Kretschmer (1999).

 Illustrated London News, and peruse detailed
 reports by their national commissions (e.g.,
 Bericht, 1853). In 1851, the Crystal Palace was
 the largest enclosed space on earth; its exhibi-
 tion halls covered 772,784 square feet, an area
 six times that of St. Paul's Cathedral in London,
 and housed a total of 17,062 exhibitors from 25
 countries and 15 colonies. In 1876, a visitor
 would have to walk more than 22 miles, the
 equivalent of a three-day stroll, to see all 30,864
 exhibitors from 35 countries (see Bericht III,
 1853, p. 674; Kretschmer, 1999, p. 101). From
 the catalogues that guided visitors through these
 fairs, the reports of national commissions, the
 diaries of committee members such as Edgar
 Alfred Bowring (1850), and many letters of
 exhibitors and visitors to the fairs, I have col-
 lected detailed information on each of close to

 fifteen thousand exhibits, including brief de-
 scriptions of the innovation, its industry of use,
 its exhibitor's name and location, its patent sta-
 tus, and whether the exhibit received an award
 for exceptional inventiveness.

 A. Advantages over Patent Data

 Empirical analyses of the effects of patent
 laws on innovation typically rely on patent data,
 although patents may not be an ideal measure to
 study the effects of patent laws. Most impor-
 tantly, the way in which patent data measure
 innovation depends on the details of patent
 laws, and the definition of what constitutes a
 patentable invention varies considerably across
 countries. For instance, in the mid-nineteenth-
 century United States, only "first and true" in-

 ventors were allowed to patent, while France
 granted patents to any person importing new
 technologies (Coryton, 1855, pp. 235-64). In
 the best case, patents measure new ideas that
 have proven to be feasible at least in theory. But
 such patents capture an early input in the pro-
 cess of innovation and only a small share of
 them reach later stages (Griliches, 1990, p.
 1669; Harold I. Dutton, 1984, p. 6). For the
 twentieth century, for example, firm-level sur-
 veys have found that only between 5 and 20
 percent of patents become economically useful
 innovations (Peter Meinhardt, 1946, p. 256). In
 the nineteenth century, usefulness was often not
 even required for a patent grant (Coryton, 1855,
 pp. 235, 239).3

 Even if patent data were a perfect measure of
 innovation, such data exist only for a handful of
 countries in the nineteenth century, excluding
 those without patent protection. Moreover,
 economy-wide patent data are not available
 when countries exclude specific industries from
 patenting. In the nineteenth century, for exam-
 ple, Austria, Belgium, France, and Saxony did
 not issue patents to inventions in chemicals,
 foods, and medicines (Coryton, 1855, pp. 241,
 244, 249, 266). As a further complication, pat-
 ents are classified by functional principles and
 often cannot be assigned to a specific industry
 of use. For example, the functional class "dis-
 pensing liquids" includes holy-water dispensers
 along with water pistols, while "dispensing
 solid" groups tooth paste tubes with manure
 spreaders (Schmookler, 1972, p. 88). As a result
 of this classification by function rather than
 industry, empirical studies based on patent
 counts had to exclude important innovations
 such as power plant inventions and electric mo-
 tors, because they could not be assigned to a
 specific industry (Schmookler, 1972, p. 89). Fi-
 nally, Griliches (1990, p. 1669) observes that
 patented inventions differ greatly in quality.
 Manuel Trajtenberg (1990) addresses this prob-
 lem by constructing measures of the value of
 patented inventions based on the number of
 succeeding patents that refer to them. However,
 historical citations data are extremely costly to
 collect and they may underestimate the quality

 3 The most prominent alternative to patent data, firms'
 expenditure on R&D (e.g., Sakakibara and Branstetter,
 2001), captures an even earlier stage of the innovation
 process (see Griliches, 1990, p. 1671).
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Evidence from Patents

 VOL. 95 NO. 4 MOSER: HOW DO PATENT LAWS INFLUENCE INNOVATION? 1223

 TABLE 3-COUNTRY CHARACTERISTICS

 Patent Primary
 length Population GDP education

 Country 1851 1876 1851 1876 1851 1876 1851 1876

 Austria 15 15 3,950 4,730 6,563 9,395 389 426
 Bavaria 15 - 4,521 - 6,673 - - -
 Belgium 15 20 4,449 5,303 8,042 14,849 549 582
 Britain 14 14 25,601 30,662 60,479 107,661 555 680
 Denmark 0 5 1,499 1,973 2,549 4,008 - -
 France 15 15 36,350 38,221 60,685 84,014 515 737
 Germany - 15 - 24,023 -- - 732
 Netherlands 15 0 3,095 3,822 5,844 52,805 541 639
 Prussia 12 - 16,331 - 24,105 - 730
 Saxony 12 - 1,894 - 2,796 -
 Norway & Sweden 15 - 4,875 - 5,993 - 615
 Norway - 3 - 1,803 - 2,650 - 658
 Sweden - 3 - 4,363 - 8,006 - 568
 Switzerland 0 0 2,379 2,750 1,986 5,787 759
 Wiirttemberg 10 - 1,745 - 2,575 - - -

 Notes: Patent length measures the maximal duration of patent grants (Lerner, 2000; Coryton, 1855). Data on population and
 GDP (in million 1990 dollars) are drawn from Maddison (1995, 2001). Population data for Bavaria, Prussia, Saxony, and
 Wiirttemberg from the Annuaire statistique (1916). Primary education is measured as the number of children in primary
 education per 1,000 persons between the age of 5 and 14 (Lindert, 2004).

 (2000, 2002) data on patent laws. These data,
 constructed from inventors' manuals on pat-
 enting in foreign countries, proceed in 25-
 year intervals, which include 1850 and 1875.
 For states with border changes, such as
 pre-unification Germany, I obtain additional
 information from inventors' guides to inter-
 national patent laws by Godson (1840), John
 Kingsley and Joseph Pirsson (1848), and
 Coryton (1855). This adjustment is important
 because there was a large amount of variation
 in mid-nineteenth-century patent laws for
 countries that are unified today. Within Ger-
 many, patent lengths varied from 10 years in
 Wiirttemberg to 15 years, and "prolonged at
 pleasure" in Bavaria. At the same time, Wiirt-
 temberg's patent officers charged fees that were
 20 times higher than those demanded by their
 Prussian counterparts.

 The variable "patent length" is defined as the
 maximal duration of the patent that inventors
 can be granted at the time of application. For
 countries without patent laws, I record patent
 length to equal zero. Denmark, a country that
 offered only rudimentary protection to certain
 types of manufacturing processes, is recorded as
 having patent length zero. Other countries with
 zero patent length are Switzerland, which did
 not adopt its patent laws until the twentieth

 century, and the Netherlands, after the abolition
 of patent laws in 1869 (Coryton, 1855, pp. 245,
 260).11 Plots of the patent length variable reveal
 that patent length clusters around a few values
 rather than being continuous. To account for the
 discrete nature of these data, I divide patent
 length into three categories: no patents, short
 patents, and long patents. I follow studies of
 twentieth-century patent renewal data such as
 Ariel Pakes (1986), which chose ten years as the
 cutoff point to distinguish short and long pat-
 ents. Two countries are without patent laws in
 both 1851 and 1876; one country has short
 patent grants in 1851, but three have short pat-
 ents in 1876.

 A. Tests for the Equality of Distributions

 If patent laws influence the direction of inno-
 vation in a similar way to that proposed in
 Section II, the distribution of innovations across
 industries should differ across countries with

 " Switzerland adopted an earlier draft of patent laws in
 1888, which Schiff (1971) calls "the most incomplete and
 selective patent law ever enacted in moderm times" (p. 93).
 For example, the law of 1888 offered no recourse to the
 courts, and therefore no means to defend patents, and it
 excluded all process innovations.
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Evidence from Patents
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 FIGURE 2. PREDICTED INDUSTRY SHARES, 1851 AND 1876

 Notes: Predicted values are calculated as irr(xij) = exp(ai + PixjY)/> exp(ai + Pixj) from
 multinomial regressions that control for the logarithm of population and GDP per person
 (Table 5).

 tools" (exhibit 4), hunting rifles, such as J. Van-
 nod's "improved fowling piece" (exhibit 69),
 and agricultural tools, including J. A. Faessler's
 "milk tubs" (exhibit 229), are most frequent
 among Swiss inventors. These innovations are
 not patented. In contrast, innovations in manu-
 facturing machinery and engines are extremely
 rare in the Swiss data.

 For mining innovations, the lack of deposits

 of iron and coal, not surprisingly, outweighs the
 influence of patents. Mining innovations have
 among the lowest patenting rates, and they may
 therefore serve as a haven to inventors in coun-

 tries without patent laws. However, Switzer-
 land, Denmark, and the Netherlands all lack
 significant endowments in iron ore and high-
 quality coal, which would have made such
 innovations possible (Schiff, 1971, p. 35).
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Evidence from Patents

So looking across countries, it seems that innovation in
countries with patent laws follows a different path than
in countries without patent laws

Innovation in food and instruments is relatively more
common without patents

Innovation in mining and machinery is relatively more
common with patents

But what if there is an omitted variable or some reverse
causality going on here?
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Evidence from Patents
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 FIGURE 3. DUTCH INNOVATIONS ACROSS INDUSTRIES BEFORE AND AFTER THE ABOLITION OF
 PATENT LAWS IN 1869

 Note: Calculated from entries in Official Catalogue (1851) and United States Centennial
 Commission (1876).

 D. Constructing a Synthetic Switzerland with
 Patent Laws

 Another way to address the possibility that
 pre-existing factors influence the adoption of
 patent laws is to construct a synthetic country
 without patent laws from data for countries
 with patent laws that match the characteristics
 of patentless countries as closely as possible.
 Following Alberto Abadie and Javier Gardea-
 zabal (2003), I use a Mahalanobis matching
 estimator to construct this synthetic coun-
 try.16 Abadie and Gardeazabal create a syn-
 thetic Basque region (without terrorism) from
 the characteristics of other Spanish regions to
 evaluate the effects of terrorism on GDP

 growth over time; I create a synthetic "Swit-
 zerland" with patent laws from the character-

 istics of other European countries as an addi-
 tional check for the effects of patent laws
 on the distribution of innovations across
 industries.

 The synthetic country is created by match-
 ing the characteristics of the real Switzerland
 and Denmark as closely as possible through a
 weighted average of the characteristics of
 other European countries with similar charac-
 teristics, but with patent laws. Let J be the
 number of available control countries with

 patent laws and let W be a (J X 1) vector of
 nonnegative weights (w1, w, ... wj)' that sum
 to one. The scalar wj represents the weight
 that country j is given in constructing the
 synthetic Switzerland. Let X, be a (K x 2)
 vector of population, GDP per person, and
 education in Switzerland and Denmark as re-

 ported in Table 3, and let X0 be a (K X J)
 matrix of the values for these same variables

 in the set of possible control countries. Let the
 (K X K) matrix V be the inverse sample
 variance covariance matrix of the matching
 variables. This is the weighing matrix of the
 Mahalanobis matching estimator (Rubin,
 1977; Rosenbaum and Rubin, 1983). The vec-
 tor of weights W* is chosen to minimize
 (XI - WXo)'V(XI - WXo). Each country is

 16 Abadie and Gardeazabal (2003) construct a weigh-
 ing matrix to mimic the growth path of GDP in the
 Basque country. Similarly, Yi Qian (2004) uses the Ma-
 halanobis estimator to examine the effects of a country's
 pharmaceutical patent policy on R&D expenditure in
 pharmaceuticals and on U.S. patents granted to residents
 of that country. See Abadie and Guido Imbens (2002)
 for a comprehensive discussion of the Mahalanobis
 estimator.

This content downloaded from 128.239.129.242 on Fri, 08 Feb 2019 13:24:38 UTC
All use subject to https://about.jstor.org/terms

J. Parman (College of William & Mary) Institutions and Development, Spring 2019 February 11, 2019 17 / 28



Evidence from Patents

The Dutch case of abolishing patents seems to back up
the cross-country evidence

When patents are abolished, innovation moves away
from textiles and manufactures

Innovation moves dramatically toward food

These are the same patterns as the cross-country
regressions reveal

What is driving these patterns?
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Evidence from Patents

3,224,883 
3. 

partially hydrogenated mono-diglyceride mixture contains 
both saturated and unsaturated fatty acid glycerides, and 
both are available to form esters with the phosphoric acid 
provided by the phosphorus derivative. 
The phosphoric acid ester compositions obtained as 

above are used at a total ester concentration of about 
0.1% to 2%, preferably about 0.3% to 1%. 
The glycerides used to prepare the phosphoric acid 

ester compositions of this invention can be a pure mono 
glyceride, a mixture of pure mono-glycerides, or a mix 
ture of mono- and diglycerides. It is also preferable to 
have similar or substantially the same fatty acid residues 
in the mono-glycerides and in the mono- and diglyceride 
mixture, although this is not essential. 
The reasons for employing a combination of phos 

phoric acid esters prepared from both saturated and un 
saturated components, rather than a single one, are Sev 
eral. If, for example, only an essentially unsaturated 
ester is used, i.e., one prepared from a mono- and/or 
diglyceride mixture from a triglyceride fat having an 
iodine value above about 70, the topping does not dis 
pense smoothly, is too dry and short rather than creamy, 
and the emulsion may tend to become firm in the can 
during storage and thus be relatively incompletely dis 
pensed. On the other hand, if only an essentially satu 
rated ester is used, i.e., one prepared with a mono-di 
glyceride mixture from a triglyceride having an iodine 
value below about 30, the dispensed topping may be too 
dense and marshmallow-like in texture, rather than light 
and fluffy. 
The chain length of the fatty acid portion of the ester 

can vary depending upon the oil used to prepare the 
mono- and diglycerides. Generally, mixtures are em 
ployed containing fatty acid residues with chain lengths 
of primarily 14 to 18 carbon atoms. Suitable materials 
include mono-diglyceride mixtures obtained from cotton 
Seed oil by conventional super-glycerination techniques, 
and mono-diglyceride concentrates obtained from hydro 
genated lard and from unhydrogenated cottonseed oil by 
molecular distillation techniques. 
As mentioned above, the use of a polyoxyethylene 

sorbitan ester of a saturated higher fatty acid in combina 
tion with the phosphoric acid esters of this invention pro 
vides additional improved characteristics in the final prod 
uct. Suitable materials of this class include polyoxyethyl 
ene sorbitan monostearate, polyoxyethylene sorbitan 
tristearate, and polyoxyethylene sorbitan tripalmitate. 
The advantages of the use of this class of compounds 

are particularly evident with phosphoric acid esters pre 
pared by reacting the phosphorus derivative with par 
tially hydrogenated mono-diglyceride mixtures having an 
iodine value within the approximate range of 30 to 70. 
When used, the polyoxyethylene sorbitan esters of a high 
er fatty acid are employed at a level of about 0.1 to 0.5% 
of the connpleted emulsion, and are additive to the phos 
phoric acid esters, which are employed in the same com 
positions at levels ranging from 0.1 to 2.0%. 
When the polyoxyethylene soribtain esters are used with 

the phosphoric acid esters obtained by separately reacting 
saturated and unsaturated components, as described 
above, ratios of saturated to unsaturated components in 
the final mixture of phosphoric acid esters may be as 
high as 5:1, 10:1 or higher. 

In the discussion above relating to the preparation of 
the phosphoric acid esters of this invention, reference was 
made to super-glycerinated triglyceride fats. It will be 
recognized that suitable mono- and/or diglycerides may 
also be obtained by reacting mixtures of free fatty acids 
with glycerine, with appropriate adjustment of the rela 
tive Saturation of the free fatty acid mixture. The term 
super-glycerinated fat, as used in the claims, is intended to 
include this well-known equivalent. 
The aforementioned phosphoric acid esters are used 

with about 15% to 40% of base fat, and about 0.1% to 

O 

5 

20 

25 

30 

35 

40 

50 

5 5 

60 

65 

70 

4. 
3.0% of a casein material with the balance being water 
and other optional components. 
A base fat is incorporated into a topping mix to impart 

the desired creamy-mouth feel. Fats for this invention 
should have a capillary melting point in the range of 
about 35° to 40° C. Suitable fats include partially hy 
drogenated soybean oil having an iodine value of about 
80, partially hydrogenated cottonseed oil having an iodine 
value of 74, mixtures of fully hydrogenated coconut oil 
with partially hydrogenated cottonseed oil having an 
iodine value of 65, and the like. 
The partially hydrogenated base fats referred to in the 

preceding paragraph are preferably prepared by the so 
called selective hydrogenation technique. Selective hy 
drogenation techniques are well-known in the art, and 
generally indicate that a relatively high temperature is 
employed with a spent nickel catalyst. This technique 
provides a hydrogenated fat with a relatively sharp melt 
ing point, which is preferred in fats for use in aerosol 
whipped toppings. 
The casein material in the compositions of this inven 

tion include isoelectric casein, sodium caseinate and 
calcium caseinate. When the isoelectric casein is used, 
it must be adjusted to the proper pH value either prior to 
or after it is incorporated into the topping emulsion. The 
amount of casein material used is important in determin 
ing both the characteristics of the dispensed foam and the 
stability of the emulsion to wide variations in storage 
temperature. Generally, about 0.1 to 3.0% of the casein 
material is used, preferably about 0.1-0.6%. At higher 
sodium caseinate levels, the emulsion tends to be less 
stable to temperature cycling, e.g., from -10 F. to 
45 F. to 70° F and back to 45 F. (approximately nor 
mal refrigerator temperature). At these high levels, the 
emulsion during temperature cycling tends to become 
curdy, and does not dispense from the can as completely 
as it should or with as good a texture as it possessed ini 
tially. Even at high sodium caseinate levels, however, 
the emulsion is quite stable when alternated between 
-10° F. and 45 F., or between 45 F. and 70° F. 
The amount of soluble protein present is of importance, 

as well as the total amount of protein. By soluble protein 
is meant the protein that is in the emulsion as a stable col 
loidal dispersion, i.e., one which cannot be removed from 
suspension by centrifugation at about 2000 g. While it 
has not been possible to measure accurately the actual 
amount of soluble protein in the emulsion itself, it has 
been noted that at a pH of 5.0 to 5.7, some of the protein 
is precipitated in aqueous dispersion. By either raising 
or lowering the pH of the emulsion, one can provide either 
more or less soluble protein. 

It is known in the art that the lower the pH of a food 
product, the more resistant that product will be to bac 
teriological attack. It has been suggested, for example in 
U.S. Patent No. 3,010,830, that adjusting the pH of a 
whipped topping to about 6.2 provides adequate protec 
tion in this regard. This conclusion could not be con 
firmed, and it was found that a considerably lower pH is 
required for this purpose, i.e., about 5.0 to 5.7. Casein 
has only limited solubility at low pH values, as low as 
5.0, and it was thus very surprising to find that an ac 
ceptable aerosol topping could be obtained employing 
it. To this end, it is preferred to choose a casein material 
with a certain, if only minor, degree of solubility at a pH 
as low as 5. 

It is noted above that isoelectric casein can be used. 
Concerning the use of this ingredient, it was surprising 
to find that a material of such apparent low solubility 
could effect emulsion stability. Nonetheless, this material 
not only yields a topping emulsion, but an emulsion with 
Superior stability to radical changes in storage tempera 
ture. Use of isoelectric casein alone, however, results in 
an emulsion which when dispensed tended to become wet 
and collapse too readily. This effect is overcome by the 
addition of as little as 0.05% of sodium caseinate or by 
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Evidence from Patents
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A Final Thought on North and Thomas

Moser provides some compelling evidence to back up
the logical argument from North and Thomas that
intellectual property rights can alter the incentives to
innovate

There is one last element of the North and Thomas
story worth a few words

They are telling a story of endogenous institutional
change

When relative prices changed and the potential gains
from trade grew, people pushed for changes to
institutions

But will people always push for the right institutions?

Certainly serfs would have benefited from changing
institutions earlier, something North and Thomas note
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A Final Thought on North and Thomas

There are a few things that are going to impact pushes
to change institutions

Who gains from keeping institutions the same?

Who gains from institutional change?

Who has the power to shape institutions?

Do the benefits of changing institutions exceed the
costs?

Let’s think of a modern day example
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A Final Thought on North and Thomas

The 2007-08 Writers Guild of America strike lasted 14
weeks and 2 days

Estimates of the economic losses caused by the strike
range from $380 million to $2.1 billion

Strikes are basically intended to force a rewriting of the
rules, a change in institutions

But they are incredibly costly, especially for workers
forgoing 3 months of earnings

So why did the writers go through with it?
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A Final Thought on North and Thomas
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A Final Thought on North and Thomas

This question of what causes institutional change will
be important throughout the course

We’ll think about why some countries remain stuck
with ‘bad’ institutions while others end up with ‘good’
institutions

We’ll also think about how changes to the economy can
change which institutions are ‘good’

Acemoglu, Johnson and Robinson will be our starting
point next class
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